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Abstract 
 

 The breakeven inflation rate is an important metric of the market expectation of inflation. 
This paper examines the drivers, specifically economic and financial variables, that explain 
movements in the breakeven inflation rate over different time horizons. To do this, I evaluated a 
selection of potential explanatory variables using LASSO regressions and Bayesian Model 
Averaging. Variables that were deemed likely to explain movements in inflation were inputted in 
a VAR and their shocks were analyzed via a Cholesky Decomposition. The results indicate that 
longer term breakeven rates are more persistent and require fewer explanatory variables than 
short-term breakeven rates. Moreover, the results also imply that the output gap variables, prices 
and exchange rates variables, and financial variables are most important in examining breakeven 
inflation at all time horizons. The relative importance of the prices and exchange rates variables, 
however, decrease as the time horizon increases. On the other hand, the financial variables were 
more significant for longer time horizons than shorter ones. The output gap was relatively less 
significant for middle time horizons and was instead more significant for long- and short-term 
horizons. 
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1. Introduction 

 The breakeven inflation rate, defined as the difference between the yield of a nominal 
bond and an inflation linked bond of the same maturity, calculates the market rate of expected 
inflation across multiple time horizons. As such, the breakeven inflation rate plays an important 
role in financial analysis and portfolio management. This paper examines the macroeconomic 
and financial determinants of U.S. breakeven inflation.  

Breakeven inflation rates have played an important part in investing in the United States 
since Treasury Inflation Protected Securities (TIPS) were offered in 1997 by the United States 
Department of Treasury. It is important to note, however, that inflation protected securities have 
been around and rising in importance since the 1980’s. True to their name, the breakeven 
inflation rate is the average inflation rate at which the yield of a nominal bond (such as 
government bonds) and inflation protected securities (such as TIPs) would be the same. Inflation 
protected securities are often used in portfolios for their diversification benefits. 

Inflation protected securities are more profitable than their nominal counterparts when 
the average inflation over its time horizon is greater than the breakeven inflation. They are an 
important measure of the inflation expected by the market, because investors have incentive to 
price inflation correctly. After all, if it were priced incorrectly, there would be an arbitrage 
opportunity until it was priced correctly.  

Due to their importance in investing, we believe that a comprehensive examination of the 
drivers of breakeven inflation could be useful in understanding its dynamics. Given this, the goal 
of this paper is to find the explanatory variables of breakeven inflation and understand how these 
different variables impact it.  Unfortunately, despite its relevance, there has not been significant 
research conducted on this specific topic. In fact, I believe this is the first holistic approach in 
examining which variables most impact U.S. breakeven inflation. The following graph shows the 
development of breakeven inflation over the last few years: 
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Note: Graph shows the monthly breakeven inflation at the 5-year, 10-year, and 20-year time horizons. Data is 
collected from the St. Louis FRED.  

Finding these explanatory variables, as stated in the goal of this paper earlier, is difficult. 
After all, in theory, there are a lot of different macroeconomic and financial variables that could 
impact breakeven inflation. To make examining these variables more feasible, this paper will 
look at 23 different variables that span across different components of the economy. These 
components are listed as follows: Monetary Factors, Output Gap Variables, Prices and Exchange 
Rates, Economic Activity Indicators, Confidence Indicators, and Financial Variables. The 
breakdown of variables is quite similar to Ciccareli et al. (2012), except with the addition of the 
output gap variables.  

With these variables, we want to find a parsimonious model for multiple time horizons of 
breakeven inflation. By doing this, we will be able to see not only which potential explanatory 
variables are important in explaining fluctuations in breakeven inflation, but also how these 
variables change over the chosen time horizons. 

 To do this, we will look at monthly breakeven inflation rates at the 5-year, 10-year and 
20-year time horizons from January 2003 to August 2019. From the graph displayed earlier, it 
would seem that the complexity decreases as the time horizon increases. That is to say, longer 
time horizons tend to be more persistent than shorter ones. This will be empirically proven later 
in the paper.  
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As the complexity decreases over longer time horizons, we would expect the number of 
explanatory variables in the model to decrease as well. However, breakeven inflation consists of 
two different components: the market expectation of inflation and the inflation risk premium. 
The inflation risk premium is the additional compensation required by investors to hold the 
security subject to inflation because of the additional risk that it inherently contains. As the time 
horizon increases, we would expect the inflation risk premium to become more important, 
leading to an increased emphasis on financial variables compared to shorter time horizons. 

In addition, the output gap variables have an impact on liquidity risk premia as shown by 
Hördahl et al (2012). As mentioned before, this finding implies that there would be an increased 
emphasis on output gaps at the longer time horizons. We also hypothesize that output gap 
variables will have an impact on short-term inflation expectations, because the output gap has a 
profound impact on actual inflation, as shown by Mehra (2004). Because output gaps are 
somewhat persistent, we would expect that output gaps would impact breakeven inflation in 
shorter time horizons. Putting these two ideas together tells us that we would expect output gaps 
to have a decreased emphasis on mid-term horizon breakeven inflation rates. We also note that 
since we have included output gaps variables, we would expect that aggregate economic activity 
indicators will not have that large of an emphasis on breakeven inflation. We say this because, 
for the most part, these economic indicator variables are represented by the output gap variables, 
which better capture inflationary pressure as shown by Jahan et al (2013). 

As the prices and exchange rates variables are not nearly as persistent as the output gaps, 
for example, we would expect that longer time horizons will be impacted less by them. Having 
less persistence means that investors will likely realize that the value at which prices and 
exchange rates are at today will have a relatively small impact on long-term inflation rates. This 
should be priced into the breakeven inflation rate, assuming the average investor is informed to 
some degree.  

 Finding the best model for each time horizon is quite a difficult task, since there are 2"# 
possible models for each time horizon of breakeven inflation. In order to find a parsimonious 
model for each of the breakeven inflation rates, we will use two techniques – Lasso Regression 
Analysis and Bayesian Model Averaging. Specifics about each model can be found section 3 of 
this paper.  

 Once the parsimonious model is selected, we believe that it is important to show how 
shocks to the selected variables impact breakeven inflation. To do this, we will run the Cholesky 
Decomposition on the Vector Autoregression of the selected variables. As we hope to run a VAR 
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model, all potential explanatory variables are converted into stationary processes at the very 
beginning.  

2. Data Description 

The Variables 

Potential Explanatory Variables: 

 The movement in breakeven inflation is complex and can be attributed to a multitude of 
different factors. As such, the list of potential variables that can help explain these variations is 
quite substantial.  

 This set consists of 23 potential explanatory variables that contain measures for monetary 
factors, output gap, prices and exchange rates, economic activity, confidence, and the financial 
market. These variables are broken down as follows: 

1. Monetary Factors – M1 and M3 
2. Output Gap – Domestic Output Gap, Participation Gap, Unemployment Gap, Temporary 

Workers Gap, and Involuntary Workers Gap 
3. Prices and Exchange Rate – Consumer Price Index (CPI), Real Exchange Rate, Producer 

Price Index, Effective Federal Funds Rate, Harmonized Index of Consumer Prices 
(HICP), Crude Oil Price, and Raw Materials Price 

4. Economic Activity Indicators – Unemployment Rate, Wage Growth, and Industrial 
Production 

5. Confidence Indicators – Purchasing Managers Index (PMI) Composite Index, Business 
Confidence Index, and Consumer Confidence Index  

6. Financial Variables – Treasury Yield Spread, CBOE Volatility Index, and NASDAQ 
Composite Index 

Each of these variables is converted into a stationary process for analysis. To see the results 
of the Dickey Fuller unit root test for each variable please see Appendix B. For a full breakdown 
on the measurement and sources of all variables, please see Appendix A. It is important to note 
that each of these variables is significantly correlated with at least one time horizon of the 
breakeven inflation rate, as can be seen in Appendix C.  
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Measuring Breakeven Inflation: 

To test the effect on breakeven inflation rates across a varying timeline, three different 
time horizons were used of breakeven inflation rates. The short-term measure is the 5-year 
breakeven inflation rate, the medium-term measure is the 10-year breakeven inflation rate, and 
the long-term measure is the 20-year breakeven inflation rate. These measures were all converted 
to stationary processes as well.  

3. The Models 
 
 This paper uses a total of five different models that build upon each other. The first 
model is an autoregressive model to measure how persistent breakeven inflation is. The results of 
the autoregression tell us how many lags of breakeven inflation to include in future models. The 
next two models are model selection techniques to determine which potential explanatory 
variables are useful in explaining variations in breakeven inflation rates. These models are the 
LASSO regression and Bayesian Model Averaging. The reason we run both of them is because 
the Lasso regression, while useful, isn’t as interpretable as the BMA. However, we make the 
assumption that the prior follows a Gaussian distribution when using BMA. In order to check 
that this assumption does not lead to extraneous results, we check to see if the LASSO and BMA 
have similar results regarding the main explanatory variables. Then, variables that are selected 
by the BMA are used in a Vector Autoregression to form the Impulse Response charts for 
analysis. This will tell us how shocks to the explanatory variables impact breakeven inflation. 
The specifics of the models are given in the following sections. 

Autoregressive Model: 

The autoregressive model is given by: 

𝐵𝐸𝐼𝑅(,* = 𝛽- +/𝛽0𝐵𝐸𝐼𝑅(10,*

2

034

+ 𝜖(	 

where 𝐵𝐸𝐼𝑅(,* is the i-year Breakeven Inflation Rate at time t and 𝜖( is the residual of the 
regression 

 After this model is run for a finite number of lags, the adjusted R^2, BIC, and AIC, will 
help determine the appropriate number of lags to use in future models. In addition, the AR model 
will help us compare the persistence of the different time horizons of breakeven inflation. This 
will inform us of what we should expect regarding how many variables are selected by the model 
for each horizon. Increased persistence should lead to fewer explanatory variables because a 
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greater amount of the fluctuation in breakeven inflation can be attributed to past breakeven 
inflation data.   

LASSO Regression: 

The first variable selection technique used was the LASSO regression. This model is 
given by the following: 

𝜷8 = argmin
?
@
1
2𝑁/C𝐵𝐸𝐼𝑅(,* −/𝛽0𝑋(,0

"#

034

F

"

+ 𝜆/𝜔0|𝛽0|
"#

034

J

(34

K 

where 𝜷8 is the linear lasso point estimates, N is the number of observations in the dataset, 
𝐵𝐸𝐼𝑅(,* is the i-year Breakeven Inflation Rate at time t, 𝛽0 is the coefficient of potential 

explanatory variable j, 𝑋(,0 is the jth potential explanatory variable at time t, 𝜔0 is the penalty 
loadings, and 𝜆>0  is the lasso penalty parameter.  

This model will output a certain number of variables that it believes are useful in 
explaining fluctuations in breakeven inflation. While this is ultimately the goal, LASSO 
regressions output results that, while potentially correct, are hard to interpret, which is the 
ultimate goal of this paper. The LASSO is still helpful, however, because it’s results should be 
similar to other model selection techniques if they are used properly. This allows us to confirm 
the validity of these other models with more interpretable results.  

Bayesian Model Averaging (BMA): 

Due to the inherent interpretability of the LASSO regression, we will use Bayesian Model 
Averaging (BMA) to evaluate the potential explanatory variables. The specific model is given by 
De Luca (2011).  

Let’s denote ℳ*, with 𝑖 ∈ [1, 𝐼]	where R is the number of potential models that can be run given 
our potential explanatory variables. Since there are 23 of these variables, 𝐼 = 2"#  

Essentially, the model is defined as such: 

𝑃Rℳ*S𝐵𝐸𝐼𝑅(,*T =
𝑃(ℳ*)𝑃R𝐵𝐸𝐼𝑅(,*S𝑀*T

∑ 𝑃(Y
034 𝑀0){𝐵𝐸𝐼𝑅(,*|𝑀0)
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where 𝑃(ℳ*) is the prior probability of the model ℳ*, 𝑃R𝐵𝐸𝐼𝑅(,*S𝑀*T is the marginal likelihood 
of achieving y in ℳ*, 𝐵𝐸𝐼𝑅(,* is the i-year Breakeven Inflation Rate at time t, and 𝑀* represents 
a single model that can be run given the explanatory variables.  

Then, we say that the BMA estimate of 𝛽0 is given by: 

𝛽[8 =/𝜆*𝛽[,\]
Y

*34

 

where 𝜆* = 	𝑃Rℳ*S𝐵𝐸𝐼𝑅(,*T  and  𝛽[,\]  is the estimate of 𝛽0 in model ℳ*.  

Note: each 𝜆*>0 are random weights that add up to one and represent confidence in model  ℳ*.  

For further information about this model, please see De Luca (2011), where this model is taken 
from. 

This model is particularly helpful because it outputs the posterior inclusion probability 
for each variable, which allows us to interpret how significant it is in explaining breakeven 
inflation. We can say this because having a greater probability of being included in the model 
indicates that it explains some portion of breakeven inflation that the other variables do not.  

It is important to note that the LASSO regression and BMA should have similar results 
regarding which variables were selected. If they are not similar, then it is possible that the choice 
of a Gaussian prior was incorrect when modeling breakeven inflation.  

Vector Autoregression (VAR) and Cholesky Decomposition: 

The next model run was a VAR(p) model followed by Cholesky Decomposition, where p 
is given by the autoregression model. The goal of this model is to see how shocks to the 
explanatory variables will impact breakeven inflation. The VAR model is given by: 

𝑌( = 𝛽- +/𝛽0𝑌(10 + 𝑣(

`

034
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the above, 𝐵𝐸𝐼𝑅(,* is the i-year Breakeven Inflation Rate at time t, 𝑋* is a variable selected by 



9 

the BMA model, q is the number of variables selected by the BMA model, and 𝑣( is the 
regression error.  

After running the VAR model, a Cholesky Decomposition was run to examine the 
impulse responses of the resulting data. The shocks used in the Cholesky Decomposition are 
orthogonalized to ensure that the potential correlation of shocks does not impact the results. 

4. Results: 

Autoregressive Model: 

 The 20 lag correlogram for each time horizon shows a steady decline in the 
autocorrelation function (ACF). Additionally, it shows that the partial autocorrelation function is 
non-zero for the first two lags and is zero (or below the significance constraint) for every lag 
thereafter. This implies that two is the optimal number of lags for an autoregressive model. The 
correlogram results can be seen in Appendix H. To determine whether this interpretation of the 
correlogram is correct, an AR(1) model, an AR(2) model, and an AR(3) model are run and 
compared to each other.  

 The results for these autoregressive models are shown below: 
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Note: *** p<0.01, ** p<0.05, * p<0.1. Data is from assorted sources but mainly from the St. Louis FRED Database. 
All variables in this table have been converted to stationary processes. L.X represents the data one period earlier, 
L2.X represents the data 2 periods earlier, and L3.X represents the data 3 periods earlier. 

For all three time horizons of breakeven inflation, the BIC for the AR(2) model is the 
lowest. This indicates that a model comprised of two lags (𝐵𝐸𝐼𝑅(14,* and 𝐵𝐸𝐼𝑅(1",*) is the best 
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autoregressive model for breakeven inflation. Thus, for the following models, two lags of 
breakeven inflation will be used as potential explanatory variables. 

This AR(2) model is a good metric for the persistence of each of the breakeven inflation 
rates. As we said earlier, we expect increased persistence to lead to fewer variables in the 
parsimonious models. When examining the AR(2) model, it is clear that the 𝑅"	increases and the 
BIC decreases as the time horizon of the breakeven inflation increases. This implies that the 
number of variables should decrease as the time horizon increases because in longer time 
horizons, more of the variation is explained by the autoregressive components.  

LASSO Regression: 

 The output of the LASSO regression is the variables chosen by the model and their 
corresponding coefficients. The results are shown below: 

 

Note: *** p<0.01, ** p<0.05, * p<0.1. Data is from assorted sources but mainly from the St. Louis FRED Database. 
All variables in this table have been converted to stationary processes. L1.X represents the data one period earlier 
and L2.X represents the data 2 periods earlier. The LASSO column corresponds to the Lasso estimates of the 
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coefficient, and the Post-Est OLS corresponds to the OLS estimates of the coefficient with the variables chosen by 
the LASSO.  

This model shows that as the time horizon increases, the number of explanatory variables 
decreases. The LASSO regression selected 11 explanatory variables for the 5-year time horizon, 
10 explanatory variables for 10-year time horizon, and 9 explanatory variables for the 20-year 
time horizon. This makes sense given the autoregression results shown earlier, where the 
variation in breakeven inflation is explained more in longer time horizons by lagged breakeven 
inflation.  

For the 5-year breakeven inflation rate there was more emphasis on the output gap 
variables and confidence indicators as explanatory mechanisms of breakeven inflation. For both 
the 10-year and 20-year breakeven inflation rates, there was an increased emphasis on the prices 
and exchange rate variables. The 10-year breakeven inflation rate was the only time horizon for 
which monetary factors contributed as explanatory variables, but also had a decreased emphasis 
on the financial market variables relative to the 5- and 20-year time horizons. The 20-year 
breakeven inflation rate was the only time horizon that didn’t include lagged CPI as an 
explanatory variable.   

It is important to note that the LASSO regression did not select any of the economic 
activity indicators for all the breakeven inflation rates. In addition, the only variables selected 
across all the breakeven inflation rates were the lagged breakeven inflation rates, CPI, the Real 
Exchange Rate, the Participation Gap, and CBOE volatility index. To see the impact of these 
variables on breakeven inflation over time, refer to Appendix D, which presents their dynamic 
contribution in a time series chart.  

Bayesian Model Averaging: 

 The output of this model is the posterior probability that each of the variables should be 
included in the model. Essentially, it corresponds to the proportion of models that contain that 
variable. This term is called the posterior inclusion probability (PIP) and must be in between 0 
and 1 as determined by the model for each variable. The model space for each of the BMA 
models is 2"� or 33,554,432 unique models. For the purpose of this paper we will say that the 
variables with a significant impact on breakeven inflation are those that have a PIP greater than 
0.5.  

As opposed to the LASSO regression, this model helps us determine exactly how useful 
each variable is in explaining movements in breakeven inflation. The closer the posterior 
inclusion probability is to one, the more likely that the given variable is important in explaining 
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breakeven inflation. In addition, the sum of all the posterior inclusion probabilities across the 
variables gives the average number of regressors in a model for a given time horizon of 
breakeven inflation.  

The results from the BMA models are shown below: 

Note: *** p<0.01, ** p<0.05, * p<0.1. Data is from assorted sources but mainly from the St. Louis FRED Database. 
All variables in this table have been converted to stationary processes. L1.X represents the data one period earlier 
and L2.X represents the data 2 periods earlier. The output corresponds to the posterior inclusion probability of each 
variable and must be in between 0 and 1.  We denote high probability variables as those with a posterior inclusion 
probability greater than 0.5. The high probability variables are bolded.  

 While the output from the BMA model may seem more complicated, it is actually quite 
similar to that of the LASSO results. As was true in the LASSO model, the average number of 
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variables decreases as the time horizon of breakeven inflation increases. Moreover, many of the 
variables that have a high probability of being in the posterior distribution are also the ones that 
were chosen by the LASSO regression. The similarity of the results implies that the choice of 
using Gaussian priors was correct.  

 While the posterior inclusion probabilities of the individual variables are interesting, we 
are more concerned with how the high probability variables impact breakeven inflation. This will 
be examined further in the vector autoregression results section. However, it is important to note 
that CPI, Participation Gap, Real Exchange Rate, and the CBOE Volatility Index have a 
significant impact for all time horizons of breakeven inflation. Further analysis of these variables 
can be seen in Appendix G.  

 Regarding, the groups of variables that are included in the model, the following table 
contains the probability that at least one variable from each group is included in the model: 

 

Note: *** p<0.01, ** p<0.05, * p<0.1. Data is from assorted sources but mainly from the St. Louis FRED Database. 
The list of variables included in each variable group can be found in Appendix A. All variables used in the BMA 
model have been converted to stationary processes. The output corresponds to the posterior inclusion probability 
that at least one variable of each group is included in the model and must be in between 0 and 1.  We denote high 
probability variable groups as those with a posterior inclusion probability greater than 0.95. The high probability 
variable groups are bolded. 

 For the purposes of this paper, we define high probability groups of variables as those 
that have a posterior inclusion probability of 0.95 or higher. This means that we are 95% 
confident that at least one variable from this group is included in the model. From this chart, we 
can see that monetary factors, economic activity indicators, and confidence indicators are not 
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significantly included in the breakeven inflation model. It is hard to examine the change in some 
of these other variable groups from solely the posterior inclusion probability. For example, the 
financial variables have a posterior inclusion probability of 1 across all the time horizons. 
However, this does not mean that their average effect is constant. To examine these groups 
properly, we will look at the average number of variables selected from each group, which is 
shown in the following chart: 

 

Note: *** p<0.01, ** p<0.05, * p<0.1. Data is from assorted sources but mainly from the St. Louis FRED Database. 
The list of variables included in each variable group can be found in Appendix A. All variables used in the BMA 
model have been converted to stationary processes. The output corresponds to the average number of variables 
included in the model for each group. This is calculated by adding the posterior inclusion probability for each group. 
The posterior inclusion probability for an individual variable is the probability that it is included in the model and 
must be in between 0 and 1.  The bolded data refers to the groups which had a PIP greater than 0.95 of having at 
least one of its variables in the model. 

 The conclusions from this table are remarkably similar to trends that are expected from 
the models, which are outlined in the introduction. From Table 5, it is clear that the number of 
average regressors for the prices and exchange rates variables decrease as the time horizon 
increases. This is potentially due to the lack of persistence from these variables, which would 
make it less likely to impact longer term inflation expectations. Alternatively, the number of 
average regressors for the financial variables increases with the time horizon. As mentioned 
earlier, this is likely due to their impact on the inflation risk premia, which is more important for 
longer time horizon breakeven inflation rates. The output gap is slightly different than we 
expected. The data shows that the number of average regressors decreases as the time horizon 
increases. The trend we were expecting was a decreased importance in middle-term horizons and 
an increased importance in short- and long-term horizons. It is important to note, however, that 
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this trend can be seen in the posterior inclusion probabilities from Table 4. The decrease over 
time is likely because only a few of the output gap variables have a significant impact on the 
inflation risk premia, while the persistence of the output gap variables as a whole has more of an 
impact on average. The dynamic contributions of all the significant variables in the BMA can be 
seen in Appendix E. 

Impulse Responses given by Cholesky Decomposition: 

 The determinants of the VAR model are given by the results of the previous models. 
From the AR model, we saw that the two lags model breakeven inflation the best. Given this, we 
ran a VAR(2) model. The variables included in the VAR are those that had a posterior inclusion 
probability greater than 0.5 in the BMA. From the VAR, the Cholesky Decomposition was run to 
model the impulse responses of these variables. The results of the Cholesky Decomposition can 
be found in Appendix F.  

In each of the time horizons, the shocks to certain variables have statistically significant 
implications for multiple months, implying that a dynamic model is necessary when trying to 
model breakeven inflation.  

Across all the time horizons, the CBOE volatility index initially has a negative effect on 
all the time horizons of breakeven inflation. This is likely because when the volatility of the 
market is lower, investors are pricing in a lower risk premium and vice versa. Similarly, the real 
exchange rate has a negative effect on all the time horizons, implying that investors see an 
increase in the real exchange rate as decreasing inflationary pressure. Additionally, the 
participation gap initially has a negative effect followed by a positive effect in all the time 
periods. However, the negative effect is never statistically significant. This implies that a shock 
in the participation gap impacts the breakeven inflation positively after a few months. This is 
understandable considering an increased participation gap takes time to impact the economy. In 
contrast, consumer price index shocks have a negative effect on breakeven inflation. It’s 
important to note however that its shocks only become statistically significant after a few months 
as well, implying that changes in CPI take time to impact an investor’s perception of inflationary 
pressure. Shocks to the producer price index, on the other hand, are never statistically significant 
for all the time horizons.  

The previous variables were those that were included in the VAR of all the time horizons. 
The crude oil price, which was included in the 5- and 10-year time horizon models, had a 
positive effect on both rates. Similarly, the domestic output gap had a positive effect on the 5-
year time horizon as well. Unlike the participation gap however, the domestic output gap had an 
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immediate effect on the 5-year breakeven inflation rate. All the other variables not mentioned in 
this section did not have a statistically significant response to their respective shock. 

5. Conclusion 

 In this paper, I examined the drivers of breakeven inflation at multiple time horizons. To 
do this, I used Bayesian model selection techniques to identify explanatory variables and then 
examined the impact shocks to these variables have on breakeven inflation through a Cholesky 
decomposition. I believe that this is the first paper to conduct this type of analysis on US 
breakeven inflation.  

 The results from the BMA agreed with both the theoretical and empirical implications as 
outlined in the introduction. Specifically, the output gap variables were important for short- and 
long-term horizons. The exchange rate and prices variables decreased as the time horizon 
increased, while the financial variables increased with the time horizon. In addition, the 
aggregate economic indicator variables were not as effective in modeling inflation as the output 
gap variables.  

 The VAR showed how shocks to the significant variables impacted breakeven inflation. 
Many of the responses to shocks to these variables were significant for months, implying that a 
dynamic model is necessary in modeling breakeven inflation. 
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APPENDIX A: Sources and Calculations of Data 

 
Notes: All variables used in this paper are described in this table and sorted by their variable type.  All variables are 
converted to stationary processes via the transformation described in the fourth column. A significant portion of the 
data comes from the St. Louis FRED database, but the World Bank, OECD, and Quandl were used as well. In 
addition, these variables have all been seasonally adjusted to remove the potential of seasonal effects in the model.   



APPENDIX B: Unit Root Test Results 

 

Note: *** p<0.01, ** p<0.05, * p<0.1. Data is from assorted sources but mainly from the St. Louis FRED Database. 
Test statistics were calculated using the Dicky Fuller Unit Root process. The P-Value represents the probability that 
the variable follows a unit root process. Therefore, low p-values given by confidence above correspond to the 
likelihood of it being a stationary process.  

Given the confidence levels of the data above, it is likely that each of the variables above are 
stationary processes.  
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APPENDIX C: Single Variable Correlation 

 

Note: *** p<0.01, ** p<0.05, * p<0.1. Data is from assorted sources but mainly from the St. Louis FRED Database. 
All variables in this table have been converted to stationary processes and span from 2003 to 2019. 

 It is important to note that each of the variables is significant for at least one time horizon 
of Breakeven inflation, implying that they could potentially be selected by the model. 
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APPENDIX D: Dynamic Contribution of LASSO Variables 
Figure D1: Lasso-OLS Coefficient Decomposition for 5 Year Breakeven Rate 

 
 

Figure D1: Lasso-OLS Coefficient Decomposition for 10 Year Breakeven Rate 

 
 

Figure D1: Lasso-OLS Coefficient Decomposition for 20 Year Breakeven Rate 

 
Notes: This time series chart shows the dynamic contribution of each of the explanatory variables selected by the 
LASSO model when run in an OLS regression. Data is from assorted sources but mainly from the St. Louis FRED 
Database. All variables in this table have been converted to stationary processes. L1.X represents the data one period 
earlier and L2.X represents the data 2 periods earlier.  
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APPENDIX E: Dynamic Contribution of BMA Explanatory 
Variables 

 

 

Notes: This time series chart shows the dynamic contribution of each of the explanatory variables selected by the 
LASSO model when run in an OLS regression. Data is from assorted sources but mainly from the St. Louis FRED 
Database. All variables in this table have been converted to stationary processes. L1.X represents the data one period 
earlier and L2.X represents the data 2 periods earlier. 
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APPENDIX F: Cholesky Decomposition Data 

Figure F1: Impulse Response Function of 5 Year Breakeven Inflation

 
Notes: This figure shows the Impulse Response Function of the 2 period Vector Autoregression Model run on the 
selected variables from the BMA. The selected variables are those that had a Posterior Inclusion Probability greater 
than 0.5 in the BMA. The Impulse Response Function was created using the Cholesky Decomposition with 
orthogonalized shocks to remove the possibility of correlated shocks. 
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Figure F2: Impulse Response Function of 10 Year Breakeven Inflation

 
Notes: This figure shows the Impulse Response Function of the 2 period Vector Autoregression Model run on the 
selected variables from the BMA. The selected variables are those that had a Posterior Inclusion Probability greater 
than 0.5 in the BMA. The Impulse Response Function was created using the Cholesky Decomposition with 
orthogonalized shocks to remove the possibility of correlated shocks. 
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Figure F3: Impulse Response Function of 20 Year Breakeven Inflation

 
Notes: This figure shows the Impulse Response Function of the 2 period Vector Autoregression Model run on the 
selected variables from the BMA. The selected variables are those that had a Posterior Inclusion Probability greater 
than 0.5 in the BMA. The Impulse Response Function was created using the Cholesky Decomposition with 
orthogonalized shocks to remove the possibility of correlated shocks.   
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APPENDIX G: Explanatory Variables vs Breakeven

 
Note: *** p<0.01, ** p<0.05, * p<0.1. Data is from assorted sources but mainly from the St. Louis FRED Database. 
All variables in this table have been converted to stationary processes.   
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APPENDIX H: Correlogram of Breakeven Inflation Rates 

Figure H1: Correlogram of 5 Year Breakeven Inflation  

 
Note: For both bars of the ACF and PACF, the center line reflects 0 correlation and the two lines on either side of it 
represent the 95% confidence interval to determine that correlation is present.  
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Figure H2: Correlogram of 10 Year Breakeven Inflation  

 
Note: For both bars of the ACF and PACF, the center line reflects 0 correlation and the two lines on either side of it 
represent the 95% confidence interval to determine that correlation is present.  
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Figure H3: Correlogram of 20 Year Breakeven Inflation  

 
Note: For both bars of the ACF and PACF, the center line reflects 0 correlation and the two lines on either side of it 
represent the 95% confidence interval to determine that correlation is present.  

 


